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Introduction

- Low variability in daily diary data is a common problem.
- The method for deciding whether to remove a low-variance variable is often unreported (e.g., Admon, 2013; Kendler, 2017). Sometimes researchers will report removing variables with zero or "near zero" variance (Whitley, 2000; Zevon, 1982). A standard that address more specifically, low variability, would be useful.

Methods

Objective 1: Bootstrapping the GV
- Multivariate normal data (n=80) was generated with three variables, then rounded to the nearest integer to simulate Likert-type data. One variable was constant with μ = 0.
- For the constant variable, observations were randomly selected to vary from the constant of zero with a value of 1.
- Observations were manipulated to vary by 2, 3, 4, and 5 observations, for a total of four datasets to be bootstrapped. Covariance matrices for each condition are below:

<table>
<thead>
<tr>
<th>nobs varying = 2</th>
<th>nobs varying = 3</th>
<th>nobs varying = 4</th>
<th>nobs varying = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.16 0.44 -0.01</td>
<td>0.44 0.46 -0.03</td>
<td>0.49 0.42 -0.04</td>
<td>0.56 0.41 -0.09</td>
</tr>
<tr>
<td>-0.01 -0.03 0.02</td>
<td>-0.02 0.00 0.00</td>
<td>-0.01 -0.09 0.06</td>
<td></td>
</tr>
</tbody>
</table>

- Bootstrapping was conducted as described in Sengupta (2011).
- Confidence intervals were calculated around the true GV.

Objective 2: Do results from Objective 1 indicate that low variability is problematic?
- The true covariance matrices from Objective 1 were used to generate data. Sample size was also varied at n = 30, 60, and 100, for a total of 12 conditions.
- This process was replicated 1000 times per condition.
- Each data set was fit to two linear models, where y is a normal variance variable, X1 is a normal variance variable, and X2 is a low variance variable:
  
  Model 1. \( y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 \)
  
  Model 2. \( y = \beta_0 + \beta_1 X_1 \)

- The t-statistic for \( X_1 \) was recorded for both models to determine if large discrepancies exist in inferential estimates when including a low variance variable or not including a low variance variable in the model.

Results

Objective 1: Bootstrapping the GV

- Based on testing the null hypothesis that the GV is zero, we fail to reject the null that the GV is zero when only 2 or 3 observations are varying from an otherwise constant variable. Based on these results, we need at least 4 observations varying from a constant variable to obtain a large enough GV. Separate tests suggest these findings hold at varying sample sizes.

Objective 2: Do results from Objective 1 indicate that low variability is problematic?

- The true beta weight for \( X_1 \) was 0.10.
- The figure above displays histograms of the t-statistics obtained in each condition over 1000 iterations. Blue indicates t-statistics obtained when Model 2 is used. Red indicates t-statistics obtained in Model 2. Purple indicates overlap between the two models.
- Overall, there is a lot of overlap between t-statistics obtained with Model 1 and Model 2, regardless of sample size or number of observations varying from the constant of zero in \( X_2 \).
- Deviations between the models are few and do not demonstrate a systematic pattern.

Conclusions

- Using bootstrapping to test whether a GV is too low may not be sufficient for detecting low variability.
- When we have 4 or more observations varying from the constant, we find confidence intervals that do not include zero, regardless of sample size. We may need to explore subsampling to see if the confidence intervals will vary more according to sample size.
- Exploratory analyses indicate that low variability may not have a deleterious impact on inferential statistics. More simulations are needed to determine the limits of these findings.
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