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Data for this paper were collected from a larger study that chiefly examined attitude towards and experiences with violence
in the Northside and Westside section of Wilmington, Delaware. The analytic sample included 771 street-identified Black
Americans: 443 men and 328 women, between the ages of 16 and 54.
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